THE NATURE OF MEMORY PROCESSES.

1. Introduction 

2. Types of memory

3. Short-term memory – The traditional view

4. The working memory perspective

5. Logie’s version of working memory

6. Neuroanatomy of memory processes: Episodic Memory

7. Localisation

8. Neurobiology of memory and temporal dimensions

9. Conclusion

10. References

Introduction

Because memory flows from learning, the concepts are closely linked. Learning is the process of acquiring new information, whereas memory is the retention of that information which can then be utilised later. 

On a neurobiological echelon, learning would denote alteration in the connections between structures of the brain in such a fashion that yields new, stronger conduits; these stronger preferred synaptic connections embody a ‘memory trace’/ stored information, and they are governed by amendments taking place inside the cell, together with protein synthesis, augmented neurotransmitter discharge, and enhanced numbers and sensitivity of receptors. ‘Learning’ is the process by which our experiences amend our central nervous system, by varying our neural circuitry.

Types of memory

In 1968 Atkinson and Shiffrin proposed that memory is comprised of a short-term system (STM) and a long-term system (LTM), a view that is widely acclaimed today. This view is probably too simple. It is in all probability better to classify different types of memory in relation to their duration. This supports the idea that memory has temporal stages: iconic memory, short-term memory, intermediate term memory and long-term memory.
Short-term Memory

Short-term memory alludes to an ephemeral ensilage (seconds to 1 or 2 minutes), whereas long-term memory refers to the permanent or more established accumulation of memories. The alteration of information into mental representations is referred to as ‘consolidation ‘or ‘encoding’.

The process of remembering is referred to as ‘retrieval’.

Long–term Memory

Long-term memory is composed of declarative (explicit) and procedural (implicit) memory. Declarative memory houses semantic and episodic memory. Semantic involving the memory of general concepts and facts, would include meaning of words, general knowledge and factors that are not ‘ time tagged’ i.e. facts you are able to recall without contextual awareness. Episodic memory comprises information that is situation-specific and context-specific; these are time-lagged memories of events in your life.  Over time, episodic memory can become semantic memory and explicit memory can become implicit memory. The brain structures in the diencephalon and medial temporal lobe are instrumental to this type of memory.

Procedural memory includes non-conscious learning expressed through performance. These induce behavioural change anchored in experience without the person necessarily having conscious access to the events that fashioned the behaviour change. Behaviours such as playing the piano, driving a car and any others that become automatic (after considerable practise) are included here. The brain structures implicated in this from of learning are: the motor cortex, striatum and cerebellum. Some theorists include classically conditioned responses and reflex pathways in the implicit memory.

Short-term memory – The traditional view

Atkinson and Shiffrin (1968; 1971) proposed the traditional view about the role and functioning of short-term memory.  They presume that there exists a pithy set of sensory stores (a sensory register), followed by a limited capacity short-term store that sequentially feeds information into a long-term memory store.

Sensory information is dispatched from the sensory register into the short-term memory and retained there by rehearsal. It could subsequently be transformed into long-term memory.

Looking at it differently:

1. Sensory systems store information in the sensory register: iconic memory - visual, echoic – auditory. 

2. Information is passed from there to the short-term memory store.

The short-term memory having a capacity of only seven (7) plus or minus two (2) bits of information is responsible for temporarily holding information while learning, reasoning, thinking or reading. It can only store this for a brief time without rehearsal. The difference between the short-term and long-term memory is that the long-term memory has an unlimited capacity and can store information for anything from minutes to years.

Assumptions of the Traditional Model of Short-term Processing:

Short-term memory is a passive holding area for information on route to long-term memory.

Short-term memory is a unitary component.

Short-term and long-term memories are distinct and separate processes.

Short-term memory and long-term memory are serially distributed i.e. the process runs in a straight line with no feedback.

The working memory perspective

Baddelly (1986) revised the idea of short-term memory and incorporated it into the working memory. He divided the short-term store into two subsystems controlled by a third. The phonological loop, accountable for processing and temporary retention of verbal information, the visuospatial sketchpad, responsible for the retention and processing of visual information, both controlled by the central executive, mediated by the prefrontal cortex. The result is a multi-component system; a coalition of temporary storage systems orchestrated by an executive system. This system operates in parallel – the central executive combines the information from the sketchpad and the phonological loop. Logie has revised Baddley’s  original model.

The notion of ‘working memory has substituted ‘short-term memory’. These two concepts differ: Working memory is the mental workspace in which complex activities such as manipulation of information takes place whereas short-term memory, in contrast, is passive.

There is no schism between short-tern and long-term memory, however, working memory makes allowances for the flexible alternation of short-term and long-term memories, facilitating retention of information by rehearsal while relating it to older information.

Logie’s version of working memory
Working memory comprises a coherent collection of specialised cognitive functions: ‘visual cache’ which allows for temporary storage of visual objects and scenes, the phonological loop which facilitates the temporary preservation of verbal materials and sounds and the central executive – the co-ordinator which facilitates the conscious manipulation of the information.

For Logie the phonological loop consists of two separate components- one for rehearsal and another for temporary storage. The visual cache’, the phonological loop and the central executive draw on prior knowledge from the long-term memory and the knowledge base. In addition, from moment-to-moment, audio and visual perceptions, are interpreted by the knowledge base.

Logie notes that working memory has a limited capacity – so, we retain only a limited quantity of our experience and the rest is of a temporary nature that decays. However, useful information can have its life extended by rehearsal. This is an active rather than a passive system, its contents can be combined with knowledge stored in the long-term memory and it can be manipulated and recombined in order to develop new knowledge, enabling learning, to form goals and to support our interaction with the physical environment.

Applications of working memory:

1. Visual location and appearance:

Logie indicates that we can evoke the manifestation and locality of objects in our immediate milieu after closing our eyes, and we can do so even if we vary our location by turning around or exiting the room. We are capable of recalling the layout and character of a room and we are able to manipulate this information in order to enable us to imagine what the room would look like if we were to reorganize the furniture.  We are capable of this because of the working memory’s ability to retain information a propos the immediate environment and to generate new information based on the existing knowledge base in long-term memory.

The contents of working memory are consequential in their own rights, because, by the time the information is received by the working memory, interpretation by long-term memory has already transpired. The perception activates the existing knowledgebase (long-term memory) and this combination is then initiated and manipulated in working memory.

2. Mental discovery research/creativity

Working memory permits us to mentally manoeuvre information in such a manner that it gives rise to the enhancement of new information and knowledge. Logie discusses a task in which you are required to imagine a circle, square, rectangle, ’v’ sign, and an upside down v. Then you are to mentally rotate all of these and amalgamate them in such a way as to create an object utilizing all the symbols – in this instance, the symbols can formulate a grandfather clock. To facilitate this, you have to exploit previously stored knowledge regarding shapes with the intention of discovering new information by mentally manoeuvring these shapes. For this to transpire you read/hear the shape appellation and this triggers the knowledge base, which includes the pertinent words. The knowledge base salvages these terms and sends them to the phonological loop where the information is retained via the process of rehearsal, averting its decay. The phonological loop then triggers the information of the ocular manifestation of these shapes from the stored knowledge base; this information is transmitted to the visual cache, where rehearsal sustains it. The central executive utilises knowledge that is circulating in the phonological loop and the visual cache, as well as the retrieved knowledge from the knowledge base a propos the procedures for mentally manoeuvring shapes. The central executive persists manipulating the information to locate the amalgamation of shapes that appears reasonable, and once it uncovers fractional combinations of these, it retains them meanwhile in the visual cache, whilst probing for additional permutations amid the residual matter. It then syndicates the fractional combinations retained in the visual cache, gyrating and manoeuvring these, until the appropriate figure transpires.

3. Memory span, speech, counting and language acquisition

According to Logie working memory is related to memory span, speech, language acquisition, counting, as well as mental arithmetic.

For memory span, the phonological loop is crucial for maintaining a verbal series adequately to use it. 

The tempo of speech operates as a limitation on the rehearsal structure of the phonological loop, so that lengthy words, which are time-consuming to rehearse, decay more rapidly from the loop than shorter words. This elucidates why people who speak quicker have extended digit span capabilities and why words of three or four syllables are more difficult to memorize than shorter words.

The efficiency of the phonological loop is a superior forecaster of later verbal communication skills. This is demonstrated by the actuality that the young children of age 3 or 4 who are more proficient at repetition of nonsense words have enhanced language skills later on.

Mental arithmetic relies on the phonological loop’s mental rehearsal component too.

Short-term memory is an exceptionally dynamic procedure, encompassing the mutual integrated endeavour of a multi-component arrangement, which facilitates not merely provisional storage of verbal and spatial knowledge, but the dynamic manipulation of this information, in conjunction with the amalgamation of this knowledge with the long-term memory knowledge base, even at the initial levels of processing. The process unmistakably entails parallel processing. The short-tern memory store comprises numerous distinct but networking mechanisms. The activity of the short-term memory allows for the generation of novel information and creativity, as well as complex problem solving and has a critical role in speech and language acquisition and counting.

Neuroanatomy of memory processes: Episodic Memory

In the 80’s, Zola- Morgan and Squire’s summarised the anatomy well. The important areas for memory processing are: Medial Temporal Lobe, the diencephalon and the basal forebrain. Research shows that damage to the hippocampus alone results in amnesia, but damage to the hippocampus and to the adjacent cortex – comprising the parahippocampal gyrus, the perirhinal cortex and the entorhinal cortex results in more severe amnesia. There is a contention about the role of the amygdala in amnesia, but Zola-Morgan and Squires believe that it is important only for emotional memories of a classically conditioned nature.

These authors note that damage to the dorsal medial nucleus alone results in amnesia; damage to the mamillo-thalamic tract connecting the mamillary bodies to the thalamus, can result in amnesia because it disconnects the dorsal medial nucleus from its input; but damage to the mamillary bodies alone does not result in amnesia. This is a controversial point. Other significant diencephalic structures include the anterior nucleus of the thalamus and the intralaminar nucleus of the thalamus.

Finally, the diagonal band of Brocca, which passes input to the hippocampus via the fornix is an important output of the hippocampal formation.

The current theories of the role of the hippocampus state that the areas of the brain that are initially implicated in the processing of a complex scene, such as the association areas of the sensory cortices, stow the information pertaining to the diverse components of the scene. The role of the hippocampus is to act as an adhesive combining these distinct precepts and linking them based on their spatial and temporal context.

The medial temporal lobes and the diencephalon are fundamental to memory processing. The routes recognized are: the parietal cortex first processes spatial information thereafter information is dispatch to the posterior part of the medial temporal lobes – the parahippocampal gyrus. The temporal cortex processes visual information, subsequently dispatching it to the perirhinal cortex.

The parahippocampal gyrus and the perirhinal cortex then transmit converging prognosis to the entorhinal cortex. Utilising the ‘perforant pathway’, the entorhinal cortex transmits projections to the dentate gyrus situated at the top surfaces of the hippocampus. Travelling via the ‘mossy fibres’ then via the Schaffer collaterals. To exit from the hippocampus, to travels along the fornix to the mamillary bodies up the mamillo-thalamic tract to the dorsal medial thalamic nucleus and the anterior thalamic nucleus.

The hippocampal formation is crucial for memory processing – any damage to these areas results in retrograde amnesia.

Localisation

No particular complex cognitive function is strictly localised to a single region of the brain. Systems of interconnected structures manage cognitive activities by orchestrating together in order to produce any activity.

Memory processing appears to implicate the entire brain, operating as a system.

Neurobiology of memory and temporal dimensions

The institution of a ‘memory trace’ involves transformation that occurs at the echelon of the neuron and the connections between neurons. Lezak (1995) found that the basis for short-term memories are intracellular changes that endure for a very short time. The temporary addition of a phosphorus group to ion channels or receptors – phosphorylation, called protein modification, is an example of this. The basis for medium term memories is the activation of ‘second messengers’ within the cell that prolong the protein modifications. The basis for long-term memories is the synthesis of new proteins, because of the effect of the second messengers on the DNA of the cell.  The basis for long-term memories is the synthesis of new proteins, because of the consequences of the second messengers on the DNA of the cell. All these adaptation to the proteins both in the cell and on the cell surface give rise to the configuration of innovative or stronger patterns of synaptic circuits that constitute ‘memory and learning’.

Conclusion

We currently recognize that numerous regions of the brain are implicated in memory. Different or at least partially different brain regions mediate different kinds of memory. One type of memory could necessitate the activity of a system involving various diverse regions of the brain and even that the same structure may be implicated in more than one class of memory.

In 1919 G.F. Stout commented “ Even if the brain of a man could be so enlarged that all the members of an International Congress of Physiologists could walk about inside his nerve fibres and hold a conference in one of his ganglion cell, their united knowledge and the resources of all their laboratories could not suffice to enable them to discover a feeling or sensation or perception or idea. (Logie, R.L. 1999)

Yes, technology has allowed us to emulate Stout’s scenario so to speak and we do suggest that he might have been partially wrong, but 83 years later, we also need to admit that he was ‘at least partially’ correct!
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